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NEURAL NETWORK SYSTEM FOR SELECTION OF TABLE TENNIS EQUIPMENT

The article examines the optimization of search processes and the relevance of the use of
artificial neural networks for the selection of table tennis equipment. With the help of neural networks,
it is possible to solve any task. The problem is only to make the right choice of architecture and
structure of the neural network, the algorithm of its operation and to formalize the source data, the
result and the corresponding transformation. The problem of clustering the table tennis equipment
market is considered.

The result of the research has become the creation of information-analytical system "Neuro TT"
for the analysis of the table tennis equipment market and the possibility of selecting the optimal
combination of rubbers and blade. The structure of such a neural network system has been developed.
1t consists of three information banks, which contain information about the properties of rubbers and
blades, as well as known combinations of rubbers and blades.

The use of such a system will allow to forecast the development trends of the table tennis
equipment market, manufacturers to plan and change the structure of production, buyers (players)
and sellers to fully meet the information needs.

Keywords: neural network, optimization process, clustering, neural network system, algorithm.

Introduction. Current trends of table or another. In addition, there is a problem of a
tennis equipment market are caused by a number  successful combination of sports equipment and
of reasons. A fast development of innovation playing style of a table tennis player. Thus, the
technologies and their usage in everyday life is variety of table tennis equipment makes the
an integral part of a modern society. An selection of the right combination of rubbers and
automation of a wide range of human activities is  a blade quite a difficult choice for a player.
observed. At the same time, the interest in
physical culture and mass sports is increasing,
which leads to mass activity of the population
and popularization of game sports and in
particular table tennis. This sport for playing at a
high level does not require complex organization
and significant financial costs. Table tennis
covers different age categories and is an excellent
means of active recreation, strengthening the

Table tennis
Equipment, N

body and keeping it in constant tone. That is why Seller of table Producer of
tabl§ tennis is so popular in the world. This is fennis equipment, (Y blades and
particularly evident by the record number of E rubbers
countries participating in the World Table Tennis P ’

Championships (141 countries of which 80 are
men's and 61 are women's teams). A prerequisite
for a high level of training in this game is the  Figure 1 — The structure of the table tennis market
correct selection of a combination of rubbers and

a blade. It is also necessary to take into account Table tennis market structure and its
the fact that the rubbers and the blade have their ~©ptimal management can be represented thus
own properties that affect the game to one degree  (figure 1 and figure 2).
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Research problem statement. The
purpose of the research is to develop a neural
network system for the selection of the right
combination of rubbers and a blade. It is
necessary to develop a structure, principles of
operation of such a neural network system. The
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system being developed should offer the player
several variations of rubbers combinations for the
existing blade that would suit the player's style of
play and requirements. Also system should help
the player to choose the right blade and rubbers if
necessary [1-2].

Random factors, unforeseen
circumstances, &

Management of the
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Federation

Analysis
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advisory
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Analytical methods
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Figure 2 — Optimal management of the table tennis market

Developed by the authors

The neural network system needs to be
filled with such content that would contribute to
the competent formulation of the problem, the
choice of the optimal strategy for its solution,
would reflect the decision-making style in a
given subject area, as well as the model of this
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area itself. Thus, this intelligent system must
have the properties of adaptation and self-
organization. It will integrate the knowledge of a
mathematician, a programmer and an expert on
table tennis equipment. Its focus on a specific
player, who has his own ideas on the
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interpretation,  assessment, processing and
analysis of information, will significantly
improve the quality of solutions, and the neural
network system itself will become an intellectual
partner of a person in solving the problem of
choosing table tennis equipment.

The developed system should provide
analytical services to the players and classify the
rubbers and blades according to the given
standards, determine the priority factors and the
degree of their influence on the properties of the
finished racket (the combination of rubbers and a
blade).

To implement the developed neural
network system, a client-server architecture is
used, when the database is found on the server,
and the software and analytical support on the
workstation. Such an organization significantly
reduces the time required for the selection of
equipment for the player and its information
support.

Analysis of recent research sources.
Analysis of literary sources indicates that most
often tasks with the selection of table tennis
equipment can be solved by such methods as:
statistical analysis, search by analogy, search
trees and soft computing.

Modern scientific developments of nation-
al and foreign scientists are focused on combin-
ing technical and sports areas to automate work
and obtain high-quality results. Renowned table
tennis coaches and experts R. V. Barchukova,
V. M. Bogushchas, O. V. Matitsin argue that now
it is possible to achieve significant results in the
game by optimizing the selection of the equip-
ment [4].

The inclusion of table tennis in the pro-
gram of the Olympic Games in 2001 provoked a
rapid growth in the sports arena and served as an
impetus for the development of this sport. Table
tennis is characterized as an analytical sport with
a variety of playing techniques and many tactical
patterns. A modern table tennis player must have
a high general physical training and psychologi-
cal one, which is no less important.

The use of neural networks in various
fields is relevant, as evidenced by the emergence
of a significant number of publications on this
topic, in particular, a number of new publications
can be found in the works of J.D.Cowan,
C. Koch, G. C. Fox, J. G. Koller et al.
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Analysis of a wide range of tasks, that are
solved by the subjects of the table tennis market
for market processes of both an objective and a
subjective nature, indicates the need to create
information services and analytical support.

Significant power of the set of initial data
[3], their diversity, subjective nature of origin,
taking into account the possibility of force maje-
ure circumstances and the probability of their
occurrence, determining the degree of response to
minimize losses do not allow adequate analysis
of information within traditional statistical and
integro-differential methods.

One of the main features that must be tak-
en into account when developing models and me-
thods of analysis is the variety of factors and the
high power of many of their values. Invariant to
such features is modeling based on the use of
neural networks, the result of which, although it
will not be expressed in dependence in the ana-
lytical form, but will solve the problem of analy-
sis and selection of table tennis equipment. Using
an artificial neural network (ANN) for identifica-
tion, the researcher is not limited by any condi-
tions that are inherent in other analytical methods.

Artificial neural networks and algo-
rithms for their functioning. The most accepta-
ble in the selection of table tennis equipment can
be statistical methods, which include correlation,
regression, and factor analysis. Each of them is
based on the calculation of average characteris-
tics, which when modeling real practical situa-
tions, often give incorrect results. Using these
methods, determine the existence of a linear rela-
tionship between factors, calculate the equation
of multiple linear dependence (for table tennis
equipment between parameter z which takes
into account the speed, rotation and control and

factors x =(x,,x,...x,) that describe the proper-
ties of the bat):

M

n
z=a,+ Y. ax,,
i=l1

where a,,i =0,n — weights that determine the

most important factors and the degree of
influence of each of them on the resulting
indicator and can be used to test the hypothesis of
the impact of qualitative characteristics on
quantitative ones.

A neural network with a traditional
straight-line architecture with two layers of
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weights looks like this [3]. The operation of an
ANN with an inverse error propagation algo-
rithm [5] is based on two technologies: the first
one is designed to minimize the objective func-
tion and is based on gradient optimization me-
thods [6]; the second one is also aimed at mini-
mizing, but already components of the overall
objective function in the opposite direction of
signal propagation, and is based on the inverse
propagation of the error. The target function for
all networks is as follows:

1 K& ) .
E=EW.m=—> > (T'-Y'W.n), (2
i=1 j=1
where 7:’ is the tabular value of the i-th result
the j-th
Y/(W,n) is the calculated ANN value, W is the
array of weights, 1

characteristic  for input image,

is the aggregate vector

of other network and learning parameters.

The advantages of ANN with an inverse
error propagation algorithm are that according to
the method of the fastest descent, the target func-
tion decreases with each step and necessarily
reaches its minimum, and the learning process is
relatively fast. At the same time, the efficiency of
ANN with an inverse error propagation algo-
rithm, as well as any iterative algorithm, depends
on the choice of the starting point (reference so-
lution, which is the initial set of weights) and the
step of finding a solution.

A representative of networks with a direct
learning algorithm is an RBF network. The speed
of training and absolute accuracy of identification
at training points testify in its favor. The disad-
vantages are that in large-scale problems it is ne-
cessary to calculate inverse matrices, which are
often poorly conditioned, and low accuracy of
forecasting at points that do not belong to the
internal field of study.

The Kohonen network (or one of its va-
riants is the self-organized Kohonen map) is of-
ten used to solve clustering problems. As a result
of learning the Kohonen network, a set of maps is
built, each of which is a two-dimensional grid
ofnodes placed in multidimensional space.
The task of its training is to adjust the activation
coefficients so as to activate the same neuron
for similar vectors at the input. The weights
are adjusted by an iterative algorithm, in which
various heuristic techniques are used for adequate
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training, which allow to obtain a stable and sub-
optimal solution with a minimum number of ite-
rations.

As it has been found that the usage of the
Kohonen neural network is the most appropriate
way to solve the problem of table tennis equip-
ment selection. The use of this neural network
allows quickly to solve clustering problems and
to find more accurate solutions in comparison
with the options considered.

The task of clustering the table tennis
equipment market. Important for the analysis of
table tennis equipment market is the problem of
general clustering, which is formulated as fol-

lows. Let W,,i :L_m table tennis bats, which

are presented in the information bank. Each bat is
characterized by a set of parameter values

(xf ,xé,..xi),i = I,_m A priori, the analyst speci-
fies the number of clusters K. Usually
K 6{3,4,5,6,7}. To form clusters, the initial

data must be reduced to a dimensionless form. If
in the further research it is not supposed to study
bats with extreme values of parameters, that is,

such W, i>m

je{l,Z,..,n} that x; ¢, where Q- set of

there is no and such

values of the j-th factor, then the rationing for-
mula is as follows:

X_Xmin
Xmax _Xmin ‘

!

3)

If such a possibility is not excluded, the
law of rationing may be one of the following:

_X-m

X' = !
1+e

XI

- “

(o)

where m — mathematical expectation (in the cal-
culations we replace it with the mean value), o —
standard deviation (in the calculations we use the
selective standard deviation). It is possible that
the normalization is performed using the compo-
sition of two transformations (4).

Without limiting the generality, we assume

that X/.GQJ.:[O,I], jzl,_n. A cluster is a

group of objects &, such that the mean square of
the intragroup distance to the center of the group
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is less than the mean distance to the total center
—2
in the initial set of objects, i.e. d= <o >, where

—2

> (X, -X=) X

1
- 5
N = z i ®

oL
B NX‘-EE

[11

The task of clustering is to find a function ¢(7)

that determines the number class on the index
and minimizes the sum of proximity measures:

m m
min$ S v o

=1 j=l

J>i

given that

K m
DD x(Y, ev —thcluster)=m, (7

where m, is the number of bats in the v -th

I, if R is true,}

cluster, y(R) :{o otherwise

The structure and construction features
of the mneural network system. Wide
implementation and definition of the advantages
of data mining technologies [7], [8] knowledge
discovery in databases (KDD) [9], OLAP gives
all grounds for the use of ANN.

Functional load of the neural network sys-
tem «NEURO TT», divided into several frag-
ments, which are determined by the entity
working with the system (figure 3). The informa-
tion base is made by an information bank, which
is three-component and includes a supply bank
(IB1), a demand bank (IB2) and a bank that con-
tains background information (IB3).

At workstations

Operator

Adyvisory part

Analytical part

Maintaining of IB, IB2

Adjustment of IB1, IB2

Information about the desired
and real properties of the table
tennis bat

Identification of the
required blade at fixed
rubbers

Selections by SQL
queries

Information about the role of
blade’s parameters in the
formation of bat’s properties

Calculation of sensitivity
coefficients

Additional procedures
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analysis
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information content
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Identification of the
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rubbers and blades

Figure 3 — Structural scheme of the neural network system "NEURO TT"

All components are located on the server
and are informationally independent of each oth-
er. Data entry and correction are performed by
the operator. If necessary, the operator can obtain
the necessary information from the tables of the
information bank using SQL-queries.
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The initial data of the research will be
known as the content of two information banks,
the first of which contains information about the
existing bats, which can be obtained from three
sources [10-12], , the second — information about
the desired object of purchase. The difference
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between IBl1 and IB2 is that it contains
unambiguous information, and certain fields
contain data represented by membership
functions [13] or intervals.

As is known, a fuzzy set A on a universal
set U is a set of pairs (u, pt (1)), where u,(u)

is a measure of the element u# € U belonging to a

fuzzy set A. The membership function is a
function that allows to calculate the degree of
belonging of an arbitrary element from a
universal set to a fuzzy set.

The values of the information bank fields
have different formats: symbolic, numeric,
integer, boolean, dates. Procedures for bringing
them to a form adapted for analysis using
computer technology, are developed in [14], [15].
The information that comes directly to the input
of the computational algorithm is numerical.

Discussion of research results. Summa-
rizing the above, we note that the algorithm of
search, selection according to certain criteria of
table tennis equipment and the process of
processing the obtained source data in an envi-
ronment of great diversity of information occu-
pies an important place in modern society. This is
due to the fact that previously known search me-
thods on the Internet are becoming less effective
due to the rapid increase in the number of infor-
mation platforms. The process of automation of
search engines allows you to faster and more ef-
ficiently perform search queries according to cer-
tain criteria.

The developed neural network system
"NeuroTT" allows you to more effectively per-
form search queries on certain criteria of com-
pliance and take into account current changes in
the information society. As a result of research
and comparison with existing similar systems, it
becomes clear that the development and use of
effective search engines like NeuroTT, focused
on the needs of users of a particular professional
environment is of considerable scientific interest.

Conclusions. Thus, neural network sys-
tems form a new high-tech direction in the devel-
opment of most branches of science and are fun-
damental in practical use. The current state of the
table tennis market and the almost complete ab-
sence of methods of analysis for the selection of
equipment indicate the need for the development
of information and analytical systems.
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The developed "Neuro TT" system will al-
low for a player to obtain all the necessary infor-
mation support. "Neuro TT" will integrate the
knowledge of a mathematician, a programmer
and an expert on table tennis equipment. It’s
focused on a specific player, who has his own
ideas on the interpretation, assessment,
processing and analysis of information.

Such systems will operate on a single in-
formation base of table tennis equipment, allow-
ing to forecast the market of equipment trends
and prospects, manufacturers to plan and change
the structure of production, as well as sellers and
buyers to fully meet the information needs.

Prospects for further research of optimiza-
tion processes in the selection of equipment for
table tennis is the development of the theory of
artificial neural networks and the practical im-
plementation of existing methods.
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HEMPOMEPEKEBA CUCTEMA IIIJIGOPY IHBEHTAPS JJISI HACTLJIBHOI'O TEHICY

Y cmammi docnioscyemvcs numanns onmumizayii nOULyKOB8UX Npoyecié ma axmyanbHicmb
BUKOPUCTNANHA WIMYYHUX HEUpOHHUX Mepedic 01 nidbopy ineenmaps O HACMINbHO20 TMEHHICY.
IIposooumvscsi ananiz ocmannix nyonikayi 6 0Oparii memi ma po3ensioaromvcs nepesacu WmyHHux
HEUPOHHUX MepedC NOPIGHAHO 3 MPAOUYIHUMU BUOAMU 3HAXOOMCEHHS piuieHb. Busznauaromvcs
nepeeazu GUKOPUCTNAHHS KOMN TOMEPHUX MEXHOAO02I 3 Memolo asmomamusayii npoyecigé niooopy
iHgenmaps 011 HACMINLHO20 MEHICY.

3a domonomeoro HelponHux Mepedic MOdCHa po3s szamu 0yob-saKy 3adavy. Ilpobrema nonseae
auwe y momy, wob 30itcHumu npaguibHull 6ubIp apximexmypu ma CMpPYKMypu HetupoHHOI Mepedici,
aneopummy ii QYHKyionyeawHa ma 30TUCHUMU GOpMANi3ayilo BUXIOHUX OAHUX, pe3yIbmamy md
6i0n06i0H020 nepemsopens. B pobomi posznadaiomvcs eapianmu pisHux nooyoos wmy4Hux HeupoHHUX
Mepedic i aneopummu ix QYHKYIOHY8aHH 3 Memoio 8UOOPY ONMUMATLHOO AN2OpUmMmy. Ananiyiomscs
HeOONiKU ma nepesazu Mepexc 3 an2opummom o0OepHeH020 nowupenHs noxudku, RBF (wumyunux
HeUPOHHUX Mepedc 13 padianbHO-0a3ucHuMy axkmugayitnumu @yuxyismu) ma rxapmu Koxouena.
B cmammi makooic pozenanymo 3adauy knacmepusayii punKy iHgeHmaps 018 HACMIIbHO20 MEHICY.

Peszynomamom docniosxcenns cmano cmeopenus Hetpomepextcesoi inpopmayiiHo-anarimuyHoi
cucmemu «Neuro TT» Ona ananizy punky iH6eHMapsi HACMINLHO20 MEHICY 3 MONICIUGICMIO NidOOpYy
ONMUMANLHO20 NOEOHAHHS HAKNAOOK i OCHOBU.

Pospobreno cmpykmypy maxoi Hetipomepedsicesoi cucmemu. Bona cknadaemvca 3 mpvbox
iHhopmayiiHux OAHKIB, 8 AKUX MiCMUmMbCs iHgopmayis npo e1acmugocmi 0CHO8 i HAKIAOOK, d MAKOJiC
8I00MI KOMOIHAYIT MAKUX NOEOHAHbL HAKIAOOK I 0CHO8. Enemenmu cucmemu posmauio8yomvcs Ha
cepeepi i € He3ANEeHCHUMU 0OUH 8I0 OOHOZO.

Buxopucmanus maxoi cucmemu Odacmv 3mocy nepedbavamu MeHOEHYIi PO36UMKY DUHKY
ineenmapsa 0N HACMIILHO2O MEHICY, BUPOOHUKAM NIAHY8AMU MA  3MIHIOBAMU  CMPYKMYpPY
BUPOOHUYMEA, NOKYINYSIM (2PABYSM) A NPOOABYSIM NOSHICIIO 3000680 IbHUMU THPOPMAYIIHI nompeou.

Knrouogi cnoea: ueviponna mepedica, npoyec onmumizayii, Kiacmepuzayis, Heupomepedicesa
cucmema, ancopumm.
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